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Review Questions
* Why DSA?

Ending of Moore’s law; limited perf impr of general-purpose.

* DSA design guidelines?
Dedicated memories, larger ALUs, easy parallelism, smaller data
size, domain-specific language.

e Target applications of TPU?
DNN: MLP, CNN, LSTM.

* Why TPU uses ‘systolic execution’?
Avoid repeated SRAM accesses, keeping matrix unit busy.

A

* Roofline model? /

Get perf bounds for compute and bandwidth
limited applications.

 X-axis of roofline graph?
Computational/Arithmetic intensity.

Attainable Flop/s
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Example

* Consider: for (i = 0; i < N; ++i) y[i] = a*x[i]+y[i]

— For each “i” :
o 1 addition, 1 multiplication _
o 2 loads of 8 bytes each §
o 1 store g (2048
 Execution on BlueGene/Q :
=
— Peak 204.8 GFLOP/node o |
* Performance estimates: 711

- Al = 2/(3*8) =1 / 12 1/12 <7.11- Arithmetic Intensity (FLOPS/BYTE)
limited area on the Roofline plot

- 7.11/(1/12)= 85.32
- 204.8 / 85.32 = 2.4 GF/s
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https://www.dam.brown.edu/people/lgrinb/APMA2821/Lectures_2015/APMA2821H-L_roof_line_model.pdf

Example (cont.)

* Peak double precision floating-point performance
- 204.8 GFLOPS

* Peak memory bandwidth
- 204.8/7.11 = 28.8 GB/s

- The steady state bandwidth potential of the memory in a
computer, not the pin bandwidth of the DRAM chips

— Common way is to measure it with benchmarks like STREAM

@
L
O,
o | 204.8 .
3. ' 4
@ Sequoia
£
P -
.g » LawrenceLivermore National « 4 BlueGene/Qwere listed in
) Laboratory (LLNL) top10
o
» IBM BlueGene/Q * 18core/chip, 1.6GHz, 4way
« Top5002012/6#1, SMT, 204.8GFLOPS/55W,
Bandwidth: 7.11 16.3PFLOPS (efficiency 81%), L2:32MBeDRAM, mem:
: 1.57Mcore, 7.89MW, 16GB, 42.5GB/s
. . . 2.07GFLOPS/W + 32chip/node, 32node/rack,
Arithmetic Intensity (FLOPS/BYTE) 96rack
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http://www.hpcs.cs.tsukuba.ac.jp/~taisuke/tmp/ACHPC-LN9-4cut.pdf

TPU Roofline Performance

 TPU: its ridge point is far to the right at 1350

— CNN1 is much further below its Roofline than the other DNNs

o Waiting for weights to be loaded into the matrix unit
— Ridge point comparison:
o CPU: 13, GPU: 9 = better balanced, but perf a lot lower

100 = TPU Roofline
= K80 Roofline
HSW Roofline
* LSTMO
* LSTMI
* MLP1
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* MLPO
+ CNNO
= CNN1
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LSTM1

TeraOps/sec (log scale)
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4 CNN1
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Operational Intensity: Ops/weight byte (log scale)

1 10 100 1000

Dhge



Cost-Performance

* Cost metric: performance per watt

- “Total”: includes the power consumed by the host CPU server
when calculating perf/watt for the GPU and TPU

- “Incremental”: subtracts the host CPU power from the total

e Total: GPU is 2.1x CPU, TPU is 34x CPU
* Incremental: TPU is 83x CPU, 29x GPU

W cruccru | TPU/CPU TPU/GPU [} TPU/CPU TPU/GPU
196
200

150
100

50

Performance/Watt Relative to CPU or GPU

0

Total Perf./Watt GM Total Perf./Watt WM

Incrementa Incremental
Perf./Watt GM Perf./Watt WM
Figure 9. Relative performance/Watt (TDP) of GPU server (blue bar) and TPU server (red bar) to CPU server, and TPU server to GPU
— server (orange bar). TPU” is an improved TPU (Sec. 7). The green bar shows its ratio to the CPU server and the lavender bar shows its
@ ) 1’ J relation to the GPU server. Total includes host server power, but incremental doesn’t. GM and WM are the geometric and weighted means. “‘,' EEL{

o DS/ /www.extremetech.com/computing/247199-googles-dedicated-tensorflow-processor-tpu-makes-hash-intel-nvidia-inference-workloads



https://www.extremetech.com/computing/247199-googles-dedicated-tensorflow-processor-tpu-makes-hash-intel-nvidia-inference-workloads

TPU Generations
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Not to Scale
TPUv2 Chip
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scalar unit scalar unit
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e 600 GB/s mem BW = = =
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Microsoft Catapult

* Project Catapult

— To transform cloud computing by w200 E
augmenting CPUs with an | i =
interconnected and configurable ;:;;’Z‘;g:g‘gygso% =
compute layer composed of bt B
progra mma ble Si | icon LU LT T T T =

* FPGAs offer a unique
combination of speed and DRl DRAlA

flexibility B

— FPGAs could deliver efficiency and
performance without the cost,
complexity, and risk of developing
custom ASICs

— The FPGA can act as a local
compute accelerator, an inline
processor, or a remote accelerator

_ for distributed computing
CThakeks 8

https://www.microsoft.com/en-us/research/project/project-catapult/

Catapult v2 Mezzanine card



https://www.microsoft.com/en-us/research/project/project-catapult/

Microsoft Catapult (cont.)

* Needed to be general purpose
and power efficient

— Uses FPGA PCle board with

dEdicatEd 20 GbpS nEtwork in 6 X 4GB DDR3-1333 4 GB DDR3-1333
St ECC SO-DIMM  ECC SO-DIMM
OrUS }72 %72

— Limited to 25 watts

(]
— Each of the 48 servers in half the et DN
rack has a Catapult board ; 256 Wb
Config | |4
v Flash |<-<s QSPI
sy | S
- 32 MB Flash memory —

— Two banks of DDR3-1600 (11 e ’ e
GB/s) and 8 GB DRAM Engine —

— FPGA (unconfigured) has 3962 18- L‘ .MHEARW =
bit ALUs and 5 MB of on-chip P ==
memory s | |'sow | | s | | som

— Programmed in Verilog RTL I B

— Shell is 23% of the FPGA
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Catapult Applications

* The processing element (PE) of < The architecture of FPGA

the CNN Accelerator for Catapult implementation of the Feature
Po0 oA Extraction stage in search

acceleration

Hit vector
——=| preprocessing
FSM

Aeie yun puogouny

-
Feature- %

Feature extraction FSMs

g
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How Catapult Follows the Guidelines

e Use dedicated memories
- 5 MB dedicated memory

e Invest resources in arithmetic units and dedicated
memories

- 3926 ALUs

e Use the easiest form of parallelism that matches the
domain
— 2D SIMD for CNN, MISD parallelism for search scoring

* Reduce the data size and type needed for the domain
- Uses mixture of 8-bit integers and 64-bit floating-point

e Use a domain-specific programming language
— Uses Verilog RTL; Microsoft did not follow this guideline
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Quantum Computing
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The End of Moore’s Law

* Today’s computers work based on a “classical mechanics”
framework where 1 is 1 and 0 is O[£ #iL /72#]
— Chip components were continuously shrinking and added
- But, physical components cannot be reduced in size infinitely

* At atomic level, particles behave according to the laws of
quantum mechanics rather than classical[&+ 77 %]

— Even defining 1s and Os becomes a major problem at this level

40 years of Processor Performance

100000 ¢ RATRESTEA o Every 18 months microprocessors double in speed

FASTER = SMALLER

Endof e
Dennard oy 2

Scaling  6yrs
= (12%1yr)
Multicore
2X13.5

yrs
(23%y1)

Babbage's
Engine
Silicon Wafers Atoms

0.000001 m 0.0000000001 m
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https://www.huawei.com/en/huaweitech/publication/86/quantum-computing-ai

Quantum Computer[= 1t &)

e 2017, D-Wave 2000Q, 2000 qubit
— Designed to solve opt problems (used by NASA)

e 2019, IBM Q System One, 20 qubit

— General purpose

* 2019, Google quantum computer, 53 qubit
— Claimed “quantum supremacy”[& T #F (]

» 2018, Intel/Rigetti/lonQ quantum computer
— Azure Quantum, Amazon Braket

e 2021, 66-qubit two-dimensional superconducting
quUantum ProCessor e

B Quantum supremacy or quantum

B advantage is the goal of

@& demonstrating that a programmable

| duantum device can solve a problem

; that no classical computer can solve

Bl in any feasible amount of time. M.
Dyéde




Quantum Supremacy

* Google declared Quantum Supremacy in 2019

— The Sycamore superconductive quantum computer is over a
billion times faster than Summit (comparing 200 seconds
against 10,000 years in the task of measuring/simulating one
million samples)

* IBM challenged the supremacy in 2019

- An ideal simulation of the same task can be performed on a
classical system in 2.5 days and with far greater fidelity. This is
in fact a conservative, worst-case estimate, ...

* Zhejiang Lab closes the supremacy gap in 2021

- A random quantum circuit simulator on the Sunway exascale
system. Reduced the simulation sampling time to 304 seconds
from that previous estimate of 10,000 years

https://www.ibm.com/blogs/research/2019/10/on-quantum-supremacy/
https://www.hpcwire.com/2021/11/18/2021-gordon-bell-prize-goes-to-exascale-powered-quantum-supremacy-challenge/
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https://www.hpcwire.com/2021/11/18/2021-gordon-bell-prize-goes-to-exascale-powered-quantum-supremacy-challenge/
https://www.hpcwire.com/2021/11/18/2021-gordon-bell-prize-goes-to-exascale-powered-quantum-supremacy-challenge/

Quantum Computer

* Quantum computers behave very differently from
ordinary computers

— Quantum computing is inherently probabilistic, which means it
solves challenges based on the most probable outcome while
using several dimensions simultaneously

* Usages
- A promising computing paradigm with great potential in
cryptographyl>hor 19991 databaselcrover 19961 |inear systems!Harrow
2009] ' chemistry simulationlPeruzzo 2014] " etc

— Several guantum program |anguageS[Abraham 2019; Google 2018; Green
2013; Paykin 2017; Rigetti Forest team 2019; Svore 2018] have been pUblIShEd to

write quantum programs for quantum computers
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https://www.redhat.com/architect/quantum-computing
https://dl.acm.org/doi/pdf/10.1145/3428218

Qubit[EF L

* Quantum computing stores and transfers digital info using
- A microscopic object (e.g., electron, photon, ion) as the
medium [ 1]
* One bit info (i.e., 0/1) can be encoded using two
orthogonal states of a microscopic object
- W BRER BB, ST AT KPR E
* The quantum two-state system is called a quantum bit (or
qubit)

* A quantum computer solves a problem by setting qubits
in initial states and then manipulating the states so that
an expected result appears on the qubits

0 0)
— Quantum mechanics is used to describe the states *
@ 1)

@) tux s
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‘\/“ ) “l‘ K Classical bit Quantum bit (qubit)
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Qubit (cont.)

* The state of a qubit can be written as a vector
- fE|OVEIRIE o (— I EH, 45588 |0y a?), 7E|0) BHRIE AR
[$) = al0) + Bl1) af* + 18" =1

e The orthonormal basis 0 and 1 can be written as
0) = [3] 1) = [¢]

* Qubit basis states can also be combined to form product
basis states

00) = [é] 01) = m 10) = m,and 11) = M

0 0 0 1

* A quantum state is defined by a gathering of all physical
properties of a quantum system, which includes four
main properties: 1) position, 2) momentum, 3) spin, 4)
polarization

u‘.lﬂ“ﬁ

https://en.wikipedia.org/wiki/Qubit



https://en.wikipedia.org/wiki/Qubit

Bra-Ket Notation

» To describe a quantum state in terms of vectors

e Ket[a%K]: |v)

— The column vectors on the right in Dirac form (|>)

* Bra[£K]: (v|
— The row vectors on the left in Dirac form (<|)
— The conjugate transpose of ket

(0] =[10]

(1] =[01]

o[}
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Schrodinger’s Cat[ek: & f)

* The cat after a while is dead
and alive at the same time,
but when one looks into the
box, it collapses into one
state, where the cat is either
dead or alive (but not both)

* Quantum measurement B— Q. — RS SRR &
SRR N A TS, HA TR
TNEETH T, MOTHEE, FIEXRE.
IEE T ST ARRE, EXT— BN

BfE, ERATEXFENENS, &, BREX
|w>—————/’?7§ siioal i WENEZATAN, HANEE—RERS—R
JH, MARBNAGTERESERENIE, XBX
qubit M SliE—PigE: HRETBMREHANREL,
quantum state quantum state H H 1B 498 B u] gEIR S Py —FIR 2

has collapsed
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Superposition State[& &

 The states “0” and “1” exists at the same time

Superposition of two spin states

) )
lal*+ |b]* = 1

* A quantum system consisting of n qubits can exist in a
linear superposition of 2*n basis states

- In contrast to a classical system of n bits which can exist as
exactly a single of these states

B VP

ASPLOS’2021, Orchestrated Trios
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Quantum Computing: Key Concepts

Superposition Entanglement

Classical Physics Quantum Physics

Heads OR Tails Heads AND Tails

N Quantum Bits or Qubits = 2N States

Fraqility

Observation or noise
causes loss of information

Future

Eunire intel labs

Here




Measurement[ij=]

* While a qubit system can exist in these superpositions
during computation, at the end of the computation, the
qgubits are measured producing a classical binary outcome

— The probability of each outcome depends on the amplitude[#&
] of each basis state[#:#%5] (the values of «, £, y, ...)

 Measurement = projection of state to a basis vector
— Changes the state: superposition is destroyed

Superposition OUbIt 1 OUb/t 2 OUblt 3

" 0)+[1) [0y +[1) [0)+]1)
S y
................... ST
Measurement /7§ /7§ m UL /7§
A \ M M
oucome  |000) |001) |010) --- [111)

23 ASPLOS'2021, Orchestrated Trios Uk i’ﬂ“ﬁ
https://arcb.csc.ncsu.edu/~mueller/ac/ac18-2/qc18/readings/quantum circuits partl.pdf 4



https://arcb.csc.ncsu.edu/~mueller/qc/qc18-2/qc18/readings/quantum_circuits_part1.pdf

Quantum Algorithm[& 7%

* General flow
— First, we prepare the superposition

— Then, we encode the problem info into the superposition and
manipulate it in a high dimensional space

- Finally, we apply interference to consolidate the superposition
into fewer outcomes

The spread The problem The magic

First part of the algorithm is The second part is to encode The magic of quantum
to make an equal the problem into this states; algorithms is to interfere all

superposition of all 2" states put phases on all 2" states these states back to a few
by applying H gates outcomes containing the

solution
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